Remote control and autonomous vision-guided
navigation system for a hexapod robot
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Abstract—Robots are increasingly present in our daily lives.
This, together with the processing power available in small
devices and the amount of information that can be obtained from
a vision sensor, allow to create robotic systems with a great variety
of functionalities. Therefore, in this work we propose the design,
development and integration of: i) hardware components to build
the new version of the robot, ii) communication methods between
sensors and boards of Arduino and Raspberry Pi and a remote
service for controlling the hexapod robot, iii) an autonomous
navigation system based on marker recognition.

Index Terms—vision-guided robot, computer vision, hexapod
robot, autonomous navigation

I. INTRODUCTION

The number of devices involved in machine-to-machine
(M2M) communications has grown steadily in recent years,
making the anticipated revolution known as the Internet of
Things (IoT) a reality. One of the main proclaimed goal
in IoT is “to connect everything and everyone everywhere
to everything and everyone else” [1]. In addition, robots
are playing a major role in today’s society, continuing to
help humans in accomplishing many duties. Research and
application trends are leading to the appearance of the Internet
of Robots [2], and to IoT-aided robotics applications. Most
of modern robots are equipped with sensing, computing, and
communication capabilities, which make them able to execute
complex and coordinated operations [3]].

Amongst other criteria, robots can be classified according
to: i) the type of task that they will perform (industrial vs.
service), ii) the material of which they are made of, iii) their
configuration (cartesian, articulated, parallel, etc), iv) type of
control system, or if they are free or closed software. However,
the determining factor is the task that the robot has to perform,
since the same materials or actuators determine if they are
suitable as a hobby robot or as a rescue robot in a natural
disaster. Currently, the use of robots, specifically hexapod
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robots, have attracted considerable attention because they have
several benefits as stability, flexibility, efficiency, robustness
and performing complex operations [4].

Focusing on performing complex operations, Land founds
that when humans perform a complex motor task, the oculo-
motor system keeps the centre of gaze very close to the
point at which information is extracted, also known as visual
fixation [5]]. This system should be able to operate from visual
feedback, succeed without the need for camera calibration, and
be flexible enough to tolerate task variations, to be truly robust
much like humans [6]].

The use of visual information in the control loop feedback of
a robotic system is known as visual servoing. Main scenarios
where vision-based robots are used in warehousing industry,
logistics and transportation systems [7]], but vision-based mo-
bile robot navigation technology has been a new research
boom in recent years and is one of the essential directions
of mobile robot guidance technology research work [§].

To bring these fields together, in this work, we describe a
remote control and autonomous visual servoing system for a
hexapod robot based on the next highlights:

o We start from the hexapod robot which was endowed with
different degrees of freedom and different speed levels.
The robot had a built-in PS2 controller that communi-
cated through an own designed Printed Circuit Board
(PCB), which was connected to the Arduino in the robot.

« Integration of vision sensor and Raspberry Pi which al-
lowed us to give the recognition functionality to the robot.
This is a basic and a complex function for computer
vision, by means of which the system is able to learn
to recognize shapes in order to classify them correctly
[9l.

« Integration of REST services for the remote control of
the hexapod robot. It is a set of definitions and protocols
that were used to develop and to integrate application
software, enabling communication between two software



applications through a set of rules [[10], which allowed
us to communicate the robot with a computer.

o Deployment of a vision-guided navigation system based
on fiducials marks. The visual information of the scene
was provided by the ArUco marks [[I1]. Basically, it
consist of a fiducials marker system, commonly used
for camera localization and tracking when robustness,
precision, and speed are required [12].

As a summary of this work, we describe the integration of
different methodologies such as IoT boards, hexapod robots,
vision sensors and artificial intelligence, which allowed us to
develop the independence of our robot in order to be deployed
in tagged smart worlds.

The structure of the paper is as follows: in Section 2, the key
findings from the literature review regarding visual servoing in
hexapod robots are presented. Section 3 details the hardware
and software implementations developed for the autonomous
navigation of the hexapod. Section 4 shows how the robot,
using information acquired from the scene, is able to follow
a predefined path. Finally, Section 5 presents the conclusions
and future works.

II. RELATED WORK

Initially, robotic systems incorporating computer vision
worked in an incremental open-loop. This technique is known
as look and move, i.e., first the robot sees and recognizes the
environment helped by a computer vision system, and after
that, it performs the motion based on the data acquired in
the previous step [13]. The look-and-move system supposes
that the object position, obtained by the vision system, is not
altered from the moment it was acquired until the robot reaches
the reference position [14]].

An alternative to the previous approach is visual servoing
(or visual servo control). Visual servoing is based on the use of
visual information in the control loop feedback. This closed-
control loop approach permits to correct possible errors in the
object position estimation obtained from the computer vision
system. Moreover, it permits to change the robot trajectory in
view of possible movements of the objects in the workspace
[15]. A large number of robotics problems can be approached
with visual servoing techniques, examples of this include
manufacturing and surgery, among many others [[16].

A good example that reached the whole world and aroused
great curiosity for this field was the Spot robot from Boston
Dynamics, this quadruped is being used from exploration in
extreme environments, to help fight COVID-19 [17]].

In this work, we focused on visual servoing for navigation.
In the broader context of navigation task, visual servoing,
discussed here, can be viewed as local navigation where the
goal is to reach the desired view or navigate towards the target
of interest [18]]. A proposal is the Perseverance rover, which is
carrying out a mission to obtain samples on Mars. The robot
needs visual servoing from its entry on Mars, since, in order
to land, it needed to locate its position by means of cameras
and land in the designated place. The rover has 23 cameras

on board, some of them only serve to show images of Mars
[19], but the others are used for visual servoing.

In our case, we used the previously mentioned ArUco marks
to set those targets that have to be reached. Babinec reported
a localisation method for mobile robots with the use of the
ArUco markers deployed to the environment [20]. The results
showed that this system was reliably employed in the visual
localisation of mobile robots. Xing developed a multi-sensor
fusion indoor localisation system based on the ArUco markers
for mobile robotics. The sensors include: markers, optical
flow, ultrasonic and the inertial sensor. The results showed
that the proposed method has satisfactory performances [21]].
In [22f], the extended Kalman filter algorithm was utilised to
fuse odometer information and the information from detection
ArUco markers. Meng applied the ArUco markers to provide
localisation services for indoor IoT (Internet of Things) ap-
plications [23]]. Zhizun used Aruco markers to research how
to make an underwater mobile robot with which he achieved
great results [24].

Another example, but this time taking advantage of micro-
gravity, is the Astrobee, which is a new free-flying robotic
system to perform Intravehicular Activity (IVA) work on the
International Space Station (ISS). The Astrobee system in-
cludes three free-flying robots, a dock (for recharging electrical
power and transferring large data files), and a ground data
system used for communication, control, and data transfer
[25]. These robots use ArUco markings to locate themselves
in space, which gives confidence that the technologies being
used are state-of-the-art and are being worked with right now
in high-tech environments.

Regarding IoT, also utilized in this work, most of the initia-
tives are focused on connecting devices with simple onboard
passive sensors to manage, monitor and optimize systems
and their processes. Even though impactful, the potential of
IoT solutions could be further unlocked by exploring the
more advanced and transformational aspects of ubiquitous
connectivity to, and communication among, smart devices.

Robotic systems can aid this transformation because of their
inherent ability to sense, think (compute), act (manipulate) and
move around (mobility). Internet of Robotic Things (IoRT)
[26] is a new concept given by ABI Research, that depicts
this synergistic nature between IoT and robotics, where in-
telligent devices can monitor events, fuse sensor data from
a variety of sources, use local and distributed intelligence to
determine a best course of action, and then act to control or
manipulate objects in the physical world, and in some cases
while physically moving through that world.

IoT-aided robotics applications will grow upon a digital
ecosystem where humans, robots, and IoT nodes interact on
a cooperative basis. The synergy of IoT and robotics remains
largely an untapped field of future technology that has the
potential to bring about drastic changes to how we live today.
IoT based solutions are changing the way we tackle problems.
Smart homes, wearables, smart cities, smart grids, industrial
internet, connected cars, connected health, smart retail, smart
supply chains and smart farming are only a few of the IoT



applications in daily times which have impacted how we
live as a society. By providing real time, quantifiable and
decisive data, IoT has reduced our response time to critical
problems and in a few cases made removed the need for human
supervision to solve problems [27].

On communication protocol, API REST has been chosen
due to the great number of clients that offer application
programming interfaces (APIs) to connect with these services.
Several studies point out that developers have moved from
simple object access protocol (SOAP) or remote procedure
call (RPC) to deploying representational state transfer (REST)
services as a means for consumers to use their services. This
is corroborated by large websites such as Google, Facebook or
Twitter, which are now deploying REST services to facilitate
access to their valuable data resources while promoting their
businesses [28].

Based on the works and approaches reviewed in this section,
this work presents the adaptation and development of an
autonomous navigation system for a hexapod robot, giving
it total freedom to move in a marked environment, making a
synergy between a visual servoing system and IoRT.

III. METHODS
A. Hardware

The objective of this work was to incorporate a computa-
tional and communication capabilities in the hexapod robot,
that is a robot developed in a past work [29], called Uja-
Spider-Robot (USR). In this section, we focus on describing
hardware, communication and path algorithm based on visual
mark navigation. The new version of the vision-based hexapod
robot is called USR++.

B. Hardware proposal

We started from the configuration of the hexapod robot
USR which previously integrates an Arduino board which acts
as primitive spinal cord and the servomotors acting as the
muscles. The robot is powered by a 6000 mAh battery, which
gave a current of 5.5V and 2A, as for the control of the robot,
as indicated above, it was controlled with a PS2 controller as
it is shown in Figure [T}

The robot had several modes of operation, including dis-
placement and body control. Every operation mode provided
a wide range of movements and rotations, which worked to
failure. Special attention had to be paid for not to exceed the
limits of mobility.

The failure was caused when an attempt was made to place
the legs in a position which implied a height greater than
their wingspan, or in case that one of the joints needed to be
oriented at a certain angle which was outside the limits.

First, we increased the vision sensor capabilities of the hexa-
pod robot USR using a Raspberry Pi with an infrared camera,
NoIR model, connected directly to the Arduino through a
serial port. A script allowed the communication between these
two elements. The Raspberry Pi can be considered the brain
of the hexapod robot.

As mentioned above, the robot had two modes of move-
ment, displacement and body control. In the travel mode, the
hexapod moved freely on the floor and can also rotate and
increase its height with respect to the floor. By contrast, in the
body control mode, the rotation and translation of the robot
on the three coordinate axes was controlled.

Fig. 1. Hexapod robot.

The hexapod integrates an own designed PCB as a shield
connected to the Arduino (Figure [2). It was necessary to re-
move two connections, Vcc and GND, to power the RaspBerry
with GPIO connections. These connections were removed by
jumpers, which go from the 5.5V and GND connections on
the right side of the PCB to pins 2 and 14 of the RaspBerry
Pi.
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Fig. 2. Own designed Robot PCB.

Next, we connected the NoIR Camera Module V2, which
are the eyes of the hexapod robot. It is a high definition
infrared camera with automatic control functions, such as
lighting detection. To finish the hardware part, we connected
the RaspBerry via USB with the Arduino, to be communicated
by serial port. From the serial port, we were able to command
from the two IoT boards in order to integrate a unique schema
as it is shown in Figure [3]

C. API REST for remote controlling vision sensor and servo-
motors

In this section, we describe the integration of API REST
services which we developed for remote controlling vision



Fig. 3. Hexapod robot after incorporating new elements.

sensor and servomotors of the hexapod robot, and how these
services allowed us to communicate a visual interface with
USR++.

The main objective is to control through the REST services,
to which clients connects URL, in order to move the hexapod
robot USR++. Internally, the communication process is de-
scribed in these layers:

o Python API Server in Raspberry. The program receives,
by means of the URL to which the user connects, the
movement that he wants to send to the Arduino, takes
the corresponding part of the URL and sends it by serial
port to the Arduino. Movements were mapped as WASD.
W/S controls forward and reverse and A/D controls left
and right.

o Raspberry Pi sends by serial port to the Arduino, where
an integrated program in C++ within Arduino receives
the movement commands, processes it and, depending on
what it receives, the robot will perform one movement or
another.

o The REST server receives the images through the camera
connected to the RaspBerry, takes those images and
process them, giving as a result the identifier, the position
and the rotation with respect to the ArUco mark.

The processed image was also displayed via HTTP protocol,
in order to visualize if the algorithm was working correctly.
The algorithm indicates to the robot the mark that has to be
reached. Once the robot reaches the point, it will communicate
to the algorithm that it has arrived and, at that moment, the
algorithm continues its execution and indicates the next mark
to be reached. The procedure is recursively executed until the
robot finishes its task.

Since this project was intended for educational activities to
promote interest in electronics and computer science, it was
decided to include a graphical interface simulating the surface

of Mars in 3D (Figure [). The simulation was developed in
Unity and various elements, both decorative and functional,
were added. Decorative elements included buildings, such as
a dome or a Mars base, and structures such as an arch. Apart
from the virtual USR++ itself, meteorites were introduced as
interactive elements, symbolising the position of the real-life
landmarks, to which the hexapod had to go in both worlds.
There were also different viewpoints to visualise the whole
scenario.

Our robot can be controlled from the 3D graphical interface
in real time, thanks to API/REST services mentioned above,
so that all movements made in the virtual world are reflected
in the real world, including autonomous navigation mode.
Unity’s path resolution algorithm and simulation communicate
via Message Queuing Telemetry Transport (MQTT) with both
the physical USR++ and the simulation USR++. This allows
simultaneous routing based on the routing algorithm detailed
below.

Fig. 4. Third-person view of the simulation.

With all the above elements, in addition to the pathfinding
algorithm, we obtained a communication scheme shown in

Figure [3]
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Fig. 5. Communication scheme.

D. Pathfinding Algorithm and mark-based position

The pathfinding algorithm which enables hexapod robot to
move from a marked world is A*. It is a search algorithm
widely used in path finding and graph traversal, the process
of efficiently tracing a path between points, called nodes. It
is known for its performance and accuracy, and its use is
widespread [30].

When A* traverses the graph, it follows the path with the
lowest known cost, maintaining an ordered priority queue of
alternative segments along the way. If, at any time, a segment



of the path being traversed has a higher cost than another
segment of the path that has been encountered, the higher cost
path segment is abandoned and the lower cost path segment
is traversed instead. This process continues until the goal is
reached. A* uses a best-first search and finds a least-cost path
from a given initial node to a goal node (of one or more
possible goals).
Due to the way the operation of this part was planned, it
was decided to divide the algorithm into 3 parts:
e Map: a module which decides the location of the map
where the robot is going to move
o Reasoner: a module to estimate the steps of the map
where the robot has to move to achieve the goal
o Executor: a module to receive the visual current position
and act accordingly by sending the necessary commands
to move the robot.

Fig. 6. Distribution of marks on the ground.

The map was composed by a matrix of size NxM as it
is shown in Figure [6| Each ArUco mark recognized by the
camera gaves us information about its identifier, its position
and rotation with respect to the camera. With these variables
and knowing the position that corresponds to each mark
(Figure [7), we could make the algorithm know which marks
it has to pass over to reach the target we indicate. The marks
were placed in the form of a matrix as this is how the
camera best captured the marks and also made it easier for
the pathfinding algorithm to know the position in which it
was located, as well as its displacement.

The position and initial rotation of the robot and the box
that the robot has to reach are initialized in the map script,
once the 3 scripts are initialized, they would work as follows:

o The map indicates to the reasoner script the position and
rotation of the robot.

« In addition to the target square, the reasoner calculates
the route it has to follow by means of the algorithm A*,
once the route is calculated, it indicates to the script that
is in charge of moving the robot to which square it has
to go and if it has to rotate previously or not

20 19 18 17 16

Fig. 7. Equivalence of positions and marks identifiers.

o At this moment is when the recognition of the marks
comes into play, the script that is in charge of the
movement consults which mark corresponds to the square
it has to go, if it has to rotate, it would rotate until finding
the mark and it would stop.

¢ Once robot reaches the mark, it communicates to the
map that it has reached the position with the desired
rotation and position, the map updates the position of the
robot in the matrix and sends the information back to the
reasoning script, and so on until the goal has been reached
and the starting position has been returned to. Each and
every movement involved in autonomous navigation is
performed by the executing script through GET requests
to the API/REST service, which must be active before
starting the autonomous navigation.

IV. RESULTS

As mentioned before, the experiments were carried out by
placing the marks in the form of a matrix, more specifically,
a 3x3 matrix. The experiment was run 20 times, the USR++
started at initial position which corresponds to the marker with
identifier equal to 1, as shown in Figure 7, the objective was
to reach the target mark and return. The target mark varied
but always had to pass at least 3 marks to reach the target
mark. For example, if the target mark was mark 8, I had to
pass through mark 6, then mark 7, reach mark 8 and make the
same way back.

The percentage of success, of the 20 executions, 17 reached
the target mark correctly (85%). In the error founds: i) it did
not adjust enough to the final mark (it stayed further back
than necessary but finished the execution correctly) and the
2 missing ones: it lost sight of the target mark and when it
moved backwards, it moved so much that it was impossible
to see the mark that corresponded to it again.

One of the successful executions is shown in the following
video https://youtu.be/Lo-6ARBM_mU

V. CONCLUSIONS AND ONGOING WORKS

We have detailed the integration of visual servoing to
a hexapod robot to perform autonomous navigation tasks.
Rest services are included to provided remote controlling.
In addition, we have included visual marker orientation
using Aruco marks with a embedded A-star path algorithm
to navigate over the map. The hexapod robot USR++


https://youtu.be/Lo-6ARBM_mU

was presented in the European Researchers’ Night in the
University of Jaen in 2021 to show children how to compose
a robot with visual capabilities using different components
(https://twitter.com/epsjaen/status/14414234195731456027s=
20&t=xt6HecOpHRja9DmTdvSOnw).

With 85 per cent of reliability in the system, the system is
suitabe for educational and prototyping purposes. A possible
improvement would have been to implement a routine that
further developed what the robot would have to do if it did
not find the target mark.

One of the big problems that has been found developing
the system is the slowness with which the camera takes the
images, this problem would be solved if some kind of platform
was designed where the camera, instead of being in first
person, would be in third person, just above the marks, that
together with another mark that had the USR++ placed on top,
would make a much more accurate system, this architecture
Eye-to-hand architecture.
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